## UNIVERSITY OF SWAZILAND

TITLE OF PAPER : INFERENTIAL STATISTICS
COURSE CODE : ST 220
TIME ALLOWED : TWO (2) HOURS
REQUIREMENTS : CALCULATOR AND STATISTICAL TABLES
INSTRUCTIONS : THIS PAPER HAS FIVE (5). ANSWER ANY THREE (3) QUESTIONS.

## Question 1

[20 marks, 10+7+3]
(a) Random samples are taken from two populations with distributions $N\left(\mu_{X}, \sigma^{2}\right)$ and $N\left(\mu_{Y}, \sigma^{2}\right)$ (i.e. their variances are the same). The summary statistics for the two samples are shown in the following Table:

|  | Sample <br> Size $n$ | Sample <br> Mean $m$ | Sample <br> Variance $s^{2}$ |
| :--- | :---: | :---: | :---: |
| x-data | 19 | 7.0 | 1.69 |
| y-data | 25 | 5.1 | 2.56 |

Compute a $95 \%$ confidence interval for the difference $\mu_{X}-\mu_{Y}$ between the two population means. Does the result support the view that there is no true difference between the population means? (Explain your reasoning!)
(b) A market research company has conducted a survey of adults in two large towns, either side of an international border, in order to judge attitudes towards a controversial internationally broadcast celebrity television programme. The following table shows some of the information obtained by the survey:

|  | Town A | Town Z |
| :--- | :---: | :---: |
| Sample size <br> Sample number approving <br> of the programme | 40 | 40 |
|  | 24 | 22 |

Conduct a formal hypothesis test, at the $5 \%$ significance level, of the claim that the population proportions approving the programme in the two towns are equal.
(c) Every morning, Duncan bakes 30 scones to sell in his cafe'. If any scones are unsold at the end of the day, Duncan throws them away. The number of scones requested during a day may be modelled by a Poisson distribution with mean 27. Estimate the probability that Duncan does not have enough scones to satisfy all the requests on a particular day (Use normal approximation to the Poisson distribution).

## Question 2

[20 marks, $6+4+4+6]$
(a) A short-stay car park in a shopping area has spaces marked out for 90 cars. A local councillor notices that there are always some vacant spaces. He puts forward a plan to create a garden and seating area using part of the car park. This would reduce the number of parking spaces to 78.
(i) From a random sample of 33 users of the car park, 26 say that the car park will be too small if this plan is carried out. Carry out a test, at the $5 \%$ significance level, to determine whether more than half of the users of the car park think it will be too small.
(ii) The number of occupied spaces, $x$, in the car park is recorded on each of 16 randomly chosen occasions during shopping hours. The results may be summarised as follows:

$$
\vec{x}=59.9 \quad s=7.83
$$

Construct a $95 \%$ confidence interval for the mean, $\mu$, of the number of spaces occupied in the car park during shopping hours. Assume that the sample is drawn from a normal population.
(iii) The councillor claims that the value of $\mu$ is no more than 65 . It is found that the number of occupied spaces during shopping hours is best modelled by a Poisson distribution with mean $\mu$. Taking $\mu$ to be 65 , use a distributional approximation to find the probability that more than 78 spaces are occupied in the car park at any one time.
(b) A standard pack of 52 playing cards consists of 4 suits (clubs, diamonds, hearts and spades), each consisting of 13 cards numbered $2,3,4, \cdots, 10$, Jack, Queen, King, Ace (their face values). In the game of poker, a hand of 5 cards is drawn without replacement from a well-shuffled pack. A poker hand consisting of a pair of cards with the same face value and three other cards with the same face value (different from that of the pair) is called a full house. Find the probability that a poker hand drawn from a well-shuffled pack is a full house. Express your answer either as a fraction in lowest terms or as a decimal correct to 3 significant figures.

## Question 3

## [20 marks, $8+7+1+4]$

Students on an environmental science course are investigating nitrate pollution in a river in an agricultural region. The level of pollution becomes a cause for concern when the mean concentration of nitrate exceeds 30 milligrams per litre of water.

The river is divided into a large number of sections of equal length.
(a) One student takes samples of water at 8 randomly chosen locations along one of these sections and analyses the samples for nitrate concentration. Her results, in milligrams of nitrate per litre of water, are

$$
\begin{array}{llllllll}
30 & 34 & 34 & 37 & 28 & 30 & 34 & 35
\end{array}
$$

Carry out a test to investigate whether the nitrate pollution in this section of the river is a cause for concern. Assume that the data are drawn from a normal population, and use the $1 \%$ significance level.
(b) The students carry out similar investigations to that in part (a) on 42 sections. Their tests indicate that the mean concentration of nitrate exceeds 30 milligrams per litre of water in 16 sections.
(i) Carry out a test, at the $1 \%$ significance level, to determine whether the level of nitrate concentration is a cause for concern in less than 60 per cent of sections of this river.
(ii) State one assumption that must be made for your conclusion in part (b)(i) to be valid.
(iii) Construct the $95 \%$ confidence interval for the proportion of sections which are not polluted.

## Question 4

(a) Researchers in the USA investigated the effects of alcohol consumption on brain size. A sample of 10 non-drinkers and 8 heavy drinkers (more than 14 units of alcohol per week) was obtained and each person in the sample had a brain scan. The ratios of brain volume to skull size obtained for the eighteen people in the sample are given in the table.

| Non-drinkers | 0.794 | 0.798 | 0.799 | 0.802 | 0.803 | 0.804 | 0.805 | 0.806 | 0.809 | 0.810 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Heavy drinkers | 0.785 | 0.787 | 0.789 | 0.791 | 0.792 | 0.796 | 0.797 | 0.801 |  |  |

Assuming that the sample is random, carry out a test, at the $5 \%$ level of significance, to investigate the claim that heavy drinkers have a smaller average ratio of brain volume to skull size than nondrinkers. Interpret your conclusion in context.
(b) In a diet test, each of four diet programs is applied to a sample of people. At the end of three weeks, the amount of pounds people lost are shown below.

| Diet Program |  |  |  |
| ---: | ---: | ---: | ---: |
| $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| 12 | 19 | 16 | 28 |
| 6 | 10 | 20 | 17 |
| 18 | 13 | 26 | 22 |
| 23 | 20 | 19 | 16 |
|  | 25 |  | 20 |

Test to determine if there is enough evidence at the $5 \%$ significance level to infer that at least two population locations differ. State the hypothesis, critical region(s) and conclusions. Show all calculations.
(c) A blended wine is intended to comprise two parts of Sauvignon to one part of Merlot. The amounts dispensed to make up a nominal 75 cl bottle of this wine are $X \mathrm{cl}$ of Sauvignon and $Y \mathrm{cl}$ of Merlot, where $X$ and $Y$ are assumed to be independent Normally distributed random variables with respective means 52 and 26 cl and respective variances 1 and 0.5625 . Find the probability that the actual volume of wine dispensed into a bottle is less than the nominal volume.

## Question 5

(a) A study was carried out into the life of mammals. The maximum recorded life span, $w$ years, the mean gestation time, $x$ days, and the mean daily sleep time, $y$ hours, were obtained for a random sample of 11 species of mammal. The results are given in the table.
The results are given in the table.

| Species | $w$ | $x$ | $y$ |
| :--- | ---: | ---: | ---: |
| A | 38 | 645 | 3.3 |
| B | 14 | 60 | 12.5 |
| C | 69 | 624 | 3.9 |
| D | 27 | 180 | 9.8 |
| E | 19 | 35 | 19.7 |
| F | 50 | 230 | 14.5 |
| G | 30 | 281 | 9.7 |
| H | 40 | 365 | 3.9 |
| I | 28 | 400 | 3.1 |
| J | 4 | 16 | 14.4 |
| K | 39 | 252 | 12.0 |

The product moment correlation coefficient between $x$ and $y$ is -0.853 , correct to three significant figures. Carry out a hypothesis test, at the $5 \%$ level of significance, to determine whether the value of the product moment correlation coefficient between $x$ and $y$ indicates an association between this pair of variables.
(b) In a first phase of a health study in a city, a random sample of size 2000 is to be obtained. The city is comprised (broadly) of five different ethnic subpopulations that make up $40 \%, 30 \%, 10 \%, 10 \%$ and $10 \%$ of the city population respectively.
A commercial company is employed to obtain the random sample, with the instruction that the sample should reflect the ethnic composition of the city. The sample they return is summarized in the following table.

|  | Ethnic Subpopulation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Number in Sample | 822 | 638 | 210 | 157 | 173 |

Using a Chi-squared test for this one-way layout, comment on whether the company have fulfilled their remit to produce a sample that reflects the ethnic composition of the city.
(c) The number of flaws, $X$, in a standard length of yarn is assumed to be Poisson distributed with probability mass function

$$
p(x)=\frac{\lambda^{x} e^{-\lambda}}{x!}, \quad x=0,1,2,3, \cdots
$$

where $\lambda$ is a positive parameter. A textile manufacturer buys yarn from suppliers $P, Q$ and $R$ in the long-run proportions $\frac{1}{6}, \frac{1}{3}$ and $\frac{1}{2}$ respectively. It is known from experience that the numbers of flaws in lengths of yarn from these suppliers are independently Poisson distributed with respective parameter values $\lambda_{P}=3, \lambda_{Q}=2$ and $\lambda_{R}=1$. An unlabelled length of yarn is found to have 2 flaws. Is it more likely to have come from supplier $Q$ or supplier $R$ ?

APPENDIX 1: LIST OF STATISTICAL TABLES

TABLE 1
The standard normal distribution (z)
This table gives the area under the standard normal curve between 0 and $z$ i.e. $P[0<Z<z]$


TABLE 2
The $t$ distribution
This table gives the value of $t$ where $n$ is the degrees of freedom



Range $\quad \begin{array}{rlr}\text { Range } & =\text { Maximum value }- \text { Minimum value }+1 & \\ & =x_{\max }-x_{\min }+1\end{array}$

Variance Mathematical-ungrouped data

$$
s^{2}=\frac{\Sigma\left(x_{1}-\bar{x}\right)^{2}}{(n-1)}
$$

Computational - ungrouped data

$$
s^{2}=\frac{\sum x_{i}^{2}-\sqrt{x^{2}}}{(n-1)}
$$

Standard $\quad s=\sqrt{s^{2}}$
deviation
deviation

Coefficient of $\mathrm{CV}=\frac{5}{\bar{y}} \times 100 \%$
variation
Pearson's $\quad s k_{p}=\frac{n \Sigma\left(x_{1}-\bar{x}\right)^{3}}{(n-1)(n-2) s^{3}}$
kewness $s k_{p}=\frac{3(\text { Mean }- \text { Median })}{\text { Standard deviation }}$
(approximation)3.15
PROBABILITY CONCEPTS
$\underset{\text { probability }}{\text { Conditional }} P(A / B)=\frac{P(A \cap B)}{P(B)}$ ..... 4.2
Addition rule Non-mutually exclusive events $P(A \cup B)=P(A)+P(B)-P(A \cap B)$ ..... 4.3Mutually exclusive events

$$
P(A \cup B)=P(A)+P(B)
$$4.4

| Multiplication rule | Statistically dependent events $P(A \cap B)=P(A / B) \times P(B)$ | 4.5 |
| :---: | :---: | :---: |
|  | Statistically independent events $P(A \cap B)=P(A) \times P(B)$ | 4.6 |
| $n!=n$ factorial | $n \times(n-1) \times(n-2) \times(n-3) \times \ldots \times 3 \times 2 \times 1$ | 4.8 |
| Permutations | ${ }_{n} P_{r}=\frac{m}{(n-r)!}$ | 4.10 |
| Combinations | ${ }_{n} C_{r}=\frac{n!}{\Gamma(n-r)!}$ | 4.11 |
| PROBABILITY DIST | RIBUTIONS |  |
| Binomial | $P(x)={ }_{n} \mathrm{C}_{x} p^{x}(1-p)^{(m-x)} \quad$ for $x=0,1,2,3, \ldots, n$ | 5.1 |
|  | $\mathrm{P}(x \text { successes })=\frac{n!}{x!(n-x)!} p^{x}(1-p)^{(n-x)} \quad \text { for } x=0,1,2$ | , ..., $n$ |
| Binomial descriptive measures | Mean $\mu=n \underline{p}$ $\text { Standard deviation } \quad \sigma=\sqrt{n p(1-p)}$ | 5.2 |
| Poisson distribution | $\mathrm{P}(x)=\frac{e^{4} a^{x}}{n!} \quad$ for $x=0,1,2,3 \ldots$ | 5.3 |
| Poisson descriptive measures | Mean $\quad \mu=a$ <br> Standard deviation $\sigma=\sqrt{a}$ | 5.4 |
| Standard normal probability | $z=\frac{x-\mu}{\sigma}$ | 5.6 |

## PROBABILITY DISTRIBUTIONS

## CONFIDENCE INTERVALS

Single mean $n$ large; variance known

$$
\bar{x}-z \frac{\sigma}{\sqrt{n}} \leq \mu \leq \bar{x}+z \frac{\sigma}{\sqrt{n}}
$$

(lower limit) (upper limit)
n small; variance unknown
$\bar{x}-t_{(n-1)} \frac{s}{\bar{n}} \leq \mu \leq \bar{x}+t_{(n-1)} \frac{s}{\sqrt{n}}$
(lower limit) (upper limit)

Single proportion $\underset{\text { (lower limit) }}{p-z \sqrt{\frac{p(1-p)}{n}} \leq \pi \leq p+z \sqrt{\frac{p(1-p)}{n}}}$ (upper limit)

## HYPOTHESES TESTS

Single mean Variance known

$$
z \text {-stat }=\frac{\bar{x}-\mu}{\frac{\sigma}{\sqrt{\bar{n}}}}
$$

Single proportion $t$-stat $=\frac{p-\pi}{\sqrt{\frac{\pi(1-\pi)}{n}}} \quad 8.3$

Difference Variances known
$\begin{array}{r}\text { between two } \\ \text { means } \\ z \text {-stat }\end{array}=\frac{\left(\bar{x}_{1}-\overline{x_{2}}\right)-\left(\mu_{1}-\mu_{2}\right)}{\sqrt{\frac{\sigma_{2}^{2}}{2}+\frac{\sigma_{2}^{2}}{1_{2}}}}$
Variances unknown; $n_{1}$ and $n_{2}$ small
$t$-stat $=\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)-\left(\mu_{1}-\mu_{2}\right)}{\sqrt{s_{p}^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}$ where $s_{p}^{2}=\frac{\left(n_{1}-1\right) s_{1}^{2}+\left(n_{2}-1\right) s_{2}^{2}}{n_{1}+n_{2}-2} 9.2$

Paired t-test $\quad t$-stat $=\frac{\bar{x}_{d}-\mu_{i}}{\frac{s_{d}}{\sqrt{k}}}$

$$
\begin{align*}
& \text { where } \mu_{d}=\left(\mu_{1}-\mu_{2}\right) \\
& \text { and } s_{d}=\sqrt{\frac{E\left(x_{d}-\overline{x_{d}}\right)^{2}}{n-1}}
\end{align*}
$$

$\begin{aligned} & \text { Differences } \\ & \text { between two } \\ & \text { proportions }\end{aligned}$
$z$-stat $=\frac{\left(v_{1}-p_{2}\right)-\left(\pi_{1}-\pi_{2}\right)}{\sqrt{\pi(1-\hat{\pi}})\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}$ where $\hat{\pi}=\frac{x_{1}+x_{2}}{n_{1}+n_{2}} ; p_{1}=\frac{x_{1}}{n_{1}} ; p_{2}=\frac{x_{2}}{n_{2}} 9.8$

Chi-Squared $\quad \chi^{2}$-stat $=\Sigma \frac{\left(U_{0}-f_{)^{2}}^{2}\right.}{f_{2}}$

Overall mean $\quad \bar{x}=\frac{\Sigma \Sigma x_{4}}{N}$

Total sum of
squares (SSTotal) $=\sum_{1} \sum_{1}\left(x_{i j}-\overline{\bar{x}}\right)^{2}$
$\boldsymbol{S S T}=\sum_{i}^{i} n_{j}\left(\bar{x}_{j}-\bar{x}\right)^{2}$
$\operatorname{SSE}=\sum_{i} \sum_{i}\left(x_{i f}-\bar{x}_{i}\right)^{2}$

SSTotal $=$ SST + SSE

$$
\text { MSTotal }=\frac{\text { SSTotal }}{N-1}
$$

$$
\text { MST }=\frac{\text { SST }}{k-1}
$$

$$
\text { MSE }=\frac{\text { SSE }}{N-k}
$$

F-stat $=\frac{\text { MST }}{\text { MSE }}$

